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An improved detection limit and working range of
lateral flow assays based on a mathematical model

Zhi Liu,a,b Zhiguo Qu, *a Ruihua Tang,c,d Xiaocong He,b,c Hui Yang,e Dan Baic,f and
Feng Xu *b,c

Lateral flow assays (LFAs) have attracted considerable attention in biomedical diagnostics. However, it’s

still challenging to achieve a high detection sensitivity and extensive working range, mainly because the

underlying mechanism of complex reaction processes in LFAs remains unclear. Many mathematical

models have been developed to analyze the complex reaction processes, which are only qualitative with

limited guidance for LFA design. Now, a semi-quantitative convection-diffusion-reaction model is devel-

oped by considering the kinetics of renaturation of nucleic acids and the model is validated by our experi-

ments. We established a method to convert the LFA design parameters between the simulation and

experiment (i.e., inlet reporter particle concentration, initial capture probe concentration, and association

rate constant), with which we achieved a semi-quantitative comparison of the detection limit and working

range between simulations and experiments. Based on our model, we have improved the detection sensi-

tivity and working range by using high concentrations of the inlet reporter particles and initial capture

probe. Besides, we also found that target nucleic acid sequences with a high association rate constant are

beneficial to improve the LFA performance. The developed model can predict the detection limit and

working range and would be helpful to optimize the design of LFAs.

1. Introduction

Lateral flow assays (LFAs), as a promising point-of-care testing
(POCT) platform, have drawn considerable attention in various
fields (i.e., global and public health care, agriculture, food
safety, and environment monitoring1,2) due to their cost-
effective, rapid, convenient, and disposable features.3,4

Conventional LFAs are still limited by their poor sensitivity5,6

and narrow working range (WR)7 despite their significant
potential and advantages. To address these problems, various
strategies have been developed to improve the detection sensi-
tivity by controlling the liquid migration behavior (i.e., archi-

tecture modification8 and integration with other strips9) and
to achieve semi-quantitative detection with a wide detection
range by increasing the detection lines (i.e., multi-detection
line LFAs10 and three-line LFAs11). However, it is still challen-
ging to achieve high detection sensitivity and a wide working
range, mainly because the underlying mechanism of complex
reaction processes in LFAs remains unclear.

Recently, significant efforts have been put on experi-
mentally investigating the effects of the design parameters in
manipulating LFAs (i.e., concentrations of the reporter particle
and capture probe) on the LFA performance. For example, the
detection signal intensity of LFAs has been found to increase
with the increase of reporter particle concentration, but
remains unchanged with a further increase of reporter particle
concentration when the capture capacity of the capture probe
in the test line is saturated.12 In addition, the capture probe
concentration in the test line plays a crucial role in LFA per-
formance.13 The color intensity presents an amplified ten-
dency with the increasing concentration of the capture probe
in the test line due to the strong capture capability of capture
probes for target–AuNP complexes.12,14 However, excess
capture probes may induce an adverse effect on the detection
signal of LFAs mainly because the excess of capture probes
will occupy the available avidin–biotin-binding sites and their
capture capability for free target will be reduced.12 Despite
these efforts, it is still challenging to fundamentally reveal the
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underlying mechanism of LFA performance, mainly due to the
limitations associated with experimental approaches, such as
complexity in manipulation, loss of portability, and poor
repeatability.

By contrast, mathematical models have provided a powerful
tool to simulate dynamic characteristics and assess the effects
of crucial design parameters in LFAs. For instance, the convec-
tion–diffusion–reaction (CDR) model was developed to quali-
tatively predict the performance of LFAs with competitive and
sandwich formats.15,16 This CDR model was later introduced
to optimize the position of the test line and the sample
volume in LFAs, which however was not validated by experi-
mental results.17 Recently, another modified CDR model was
developed to investigate the effect of the binding site density
on the reporter particle surface and the concentration of repor-
ter particles on the performance of LFAs.18 This study only pro-
vided a qualitative comparison with experiments to verify the
simulation results. Furthermore, Zeng et al.19,20 developed
nonlinear state-space models to estimate the LFA performance
without quantitative experimental comparison. In the existing
models, the quantitative comparison with experiments is
lacking because the main design parameters were determined
through assumptions and not from experiments. Therefore,
these models may produce a deviation in predicting the actual
performance of LFAs and are not capable of predicting the
detection limit and working range for a specific experiment.
Therefore, there is still an unmet need for an effective model
based on the experimental design parameters to reveal their
effects on LFA detection for improved performance.

In the current study, we investigated the effects of design
parameters (i.e., inlet reporter particle, initial capture probe
concentrations and association rate constant) on the perform-
ance of LFAs by using experimental and simulation methods.
Our mathematical model considered the kinetics of renatura-
tion of nucleic acids to calculate the association and dis-
association rate constants. We also established an effective
conversion method to obtain the inlet reporter particle and
initial capture probe concentrations based on experimental
parameters. Moreover, we investigated the detection limit and
working range under different inlet reporter particle and initial
capture probe concentrations and varying association rate con-
stants with this model. The model was semi-quantitatively vali-
dated by direct comparison with experimental data. The funda-
mental research of influence factors on LFAs may aid in provid-
ing physically and synthetically intuitive guidance for the design
of LFAs with a high sensitivity and wide working range.

2. Materials and methods
2.1 Experimental section

Preparation of AuNPs-detector probe (DP) conjugates,
capture probe, and control probe. All oligonucleotide
sequences used in the current study are purchased from
Sangon Biotechnology Co., Ltd (Shanghai, China) (Table 1).
AuNPs with a size of 13 ± 3 nm in diameter were used as the

reporter particles in the experiments and prepared according
to the previously established method.21 Subsequently, AuNPs
were decorated with HIV-DP to form AuNP-DP conjugates by
following the reported protocol.22 Then, 1 mL of the prepared
AuNP-DP solution was used and filled into 1.5 ml of centrifuge
tube for centrifugation. The supernatant and red pellets (gold
nanoparticles) were separated after centrifugation at 145 000
rpm for 25 min. Then, the red pellets were redispersed in
100 μL of eluent buffer for LFA strips fabrication. Based on the
calculation method of Shang and Gao,23 the concentration of
the as-prepared AuNP-DP (C*

P) mainly depends on the
Avogadro constant (NA), the volume of AuNP-DP solution (V),
the total weight of Au atoms (mt), and the average weight of
one gold nanoparticle (mP). The pre-loaded concentration of
AuNP-DP is expressed as,

C*
P ¼

mt

NA � V �mP
: ð1Þ

Thus, the concentration of the as-prepared AuNP-DP is cal-
culated as 36.7 nM. Then, a series of AuNP-DP concentrations
(i.e., 18.35, 9.18, and 3.67 nM) are obtained by the gradient
dilution method using the eluent buffer.

The preparation process of control and capture probes is
presented as follows. A 100 μM control probe was achieved by
adding 13 μL of PBS and 67 μL of 2 mg mL−1 streptavidin into
the control probe dry powder with 1 hour incubating time.
Then, the incubated solution was added into 9 μL of ethanol
for further use. Similarly, a 100 μM capture probe was achieved
by adding 11 μL of PBS, 66 μL of 2 mg mL−1 streptavidin, and
9 μL of ethanol into the capture probe dry powder with a 1 hour
interval. A series of capture probe concentrations (i.e., 50, 25, and
10 μM) are obtained by diluting the abovementioned capture
probe solution using the buffer solution with a fixed ratio of PBS
and ethanol to optimize the capture probe concentration.

Fabrication of lateral flow test strips. LFA strips are fabri-
cated by following the protocol from the previous study,24 as
shown in Fig. 1. In summary, the entire LFA strip is assembled
by the immersing pad (1.9 cm length), absorbent pad (2.5 cm
length), nitrocellulose (NC) membrane (2.0 cm length), and
backing pad (6.0 cm length). Then, the LFA strip is cut into
3.0 mm width by using Matrix™ 2360 Programmable Sheer
(Fig. 1a). Subsequently, 8 μL of AuNPs-DP conjugates (V *

P) are
encapsulated in the immersing pad with a 3 mm interval from
the NC membrane. Afterward, 0.5 μL of control and capture

Table 1 Oligonucleotide sequences applied in the current study

Name Sequence

HIV-detector
probe

5′-CACAA CAGAC GGGCA CACAC TACT-(CH2)6-HS-3′

Capture probe 5′-Biotin/GTCTG AGGGA TCTCT AGTTA CCAG-3′
Control probe 5′-AGTAG TGTGT GCCCG TCTGT TGTG/Biotin-3′
Target nucleic
acid

5′-AGTAG TGTGT GCCCG TCTGT TGTGT GACTC
TGGTA ACTAG AGATC CCTCA GAC-3′

Control
nucleic
acid

5′-GCCTC AATAA AGCTT GCCTT GAGTG CTTGT
GGAAA ATCTC TAGCA GTGGC GCC-3′
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probes (V *
C and V *

R ) are immobilized on the NC membrane as
control and test lines. As shown in Fig. 1b, the length L, thick-
ness H, and porosity ε of the NC membrane are measured to
be 20.0 mm, 0.13 mm, and 0.6, respectively. The test line-
immobilized capture probe starts from x1 to x2 (x1 = 0.5 L, x2 =
0.65 L), whereas the control line-immobilized control probe
starts from x3 to x4 (x3 = 0.75 L, x4 = 0.9 L). Therefore, the two
wetting areas of the test line AT and the control line AC are
equal to 7.1 mm2. The total amount of AuNPs-DP conjugates
n*P is equal to the product of C*

P and V *
P (i.e., 293.6, 148.6, 73.44,

and 29.36 fmol). Similarly, we can also calculate the total
amount of the control probe n*C (i.e., 50 pmol) and the capture
probe n*R (i.e., 50.0, 25.0, 12.5, and 5.0 pmol). Finally, all of the
prepared LFA strips are placed in an oven at 37 °C for 2 hours
to dry and then stored at room temperature for further use. In
a group of experiments, different concentrations of target HIV
nucleic acid (C*

A = 5000, 1000, 500, 300, 200, 100, 50, 10, 5, 1,
0.5, 0.25, 0.1, 0.05, and 0 nM) were used to optimize the assay.

2.2 Mathematical model and formulation

Description of the physical process of LFA detection. The
schematic of a typical sandwich format LFA strip is presented

in Fig. 1b. LFAs use reporter particles as a chromogenic label
to indicate the amount of target analytes combined with
capture probes (previously immobilized in the test line). After
the solution with HIV target analytes is added to the immer-
sing pad, the solution flowed toward the absorbent pad driven
by capillary action and the chemical reaction starts to occur.
First, free analytes (A) will combine with the dissolved reporter
particles (P) to form the complex reporter particle–analyte
(PA). Subsequently, two methods are used to form the sand-
wich type of the complex capture probe–analyte reporter par-
ticle (RPA). First, the free A and PA will be captured by the
capture probe (R) to form the complex capture probe–analyte
(RA) and the complex RPA1 (subscript “1” represents the first
method to form complex RPA) when the solution passes
through the test line. In addition, the free P can also be cap-
tured by RA to form RPA2 (subscript “2” represents the first
method to form complex RPA). After the liquid passes through
the control line, control probe C will capture free P to form
complex CP. A positive result is achieved when the concen-
tration of HIV target analyte in the sample is above the detec-
tion limit, which is reflected by the appearance of the test and
control lines (Fig. 1c). A negative result appeared only with the
control line signal when the concentration of target HIV is
below the detection limit. If no control line signal appears,
then the assay fails probably due to invalid nucleic acids or
inactivated reporter particles.

According to the first-order reversible reactions, the above
interactions can be summarized as follows:

A þ P !ka1
kd1

PA; ð2aÞ

Rþ A  !ka2
kd2

RA; ð2bÞ

Rþ PA  !ka3
kd3

RPA1; ð2cÞ

RA þ P !ka4
kd4

RPA2; ð2dÞ

Cþ P !ka5
kd5

CP: ð2eÞ

where ka1, ka2, ka3, ka4, ka5 and kd1, kd2, kd3, kd4, and kd5 are the
association rate constants and dissociation rate constants for
each reaction equation, respectively. Based on the kinetics of
renaturation of nucleic acids in the research of Wetmur,25 the
association rate constant (ka) for hybridization reactions could
be determined by the following equation:

ka ¼ k′N
L1=2S

N
: ð3Þ

where LS is the length of the shortest strand participating in
duplex formation, and N is the complexity or the total number
of DNA base pairs present in non-repeating sequences. The
values of LS and N are the same for eqn (2a)–(2e) according to
the nucleic acid sequences in Table 1. LS and N are equal to 24
and 53, respectively. The nucleation rate constant k′N is a func-

Fig. 1 Schematic illustration of LFAs. (a) Schematic of the configuration
of LFAs; (b) schematic of the mathematical model; (c) illustration of
detection results; (d) data processing.
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tion of ionic strength at salt concentrations26 and can be
expressed as follows:

k′N ¼ ð4:35 � log10 ½Naþ� þ 3:5Þ � 105 for 0:2 � ½Naþ� � 4:0:

ð4Þ

where k′N remains constant for eqn (2a)–(2e) according to the
same reaction system. Therefore, ka1, ka2, ka3, ka4, and ka5 are
equal due to the same reaction conditions (i.e., fixed k′N, LS,
and N). For simplification, the association rate constant can be
uniformly described as ka and can be calculated as 1.0 × 10−5

(nM−1 s−1) based on previous experimental parameters. By
contrast, the dissociation rate constant (kd) is conservatively
determined as a constant for the preceding reactions in
accordance with the theoretical analysis and evaluation of
Shkolnikov.27 Therefore, kd1, kd2, kd3, kd4, and kd5 are equal
and can described with kd equal to 10−7 (1 s−1).

Mathematical and simulation model. We developed the
CDR LFA model by considering the kinetics of renaturation
of nucleic acids and established a conversion relationship
between the simulation and experiment design parameters
(i.e., concentrations of reporter particles and capture probe)
to investigate the underlying mechanism of physical
phenomena in LFAs. Several assumptions have been made to
conveniently establish the mathematical model. The NC
membrane is considered to be the main calculation domain
(from x = 0 to x = L in Fig. 1b). At the initial moment, the
target HIV and reporter particle are dissolved in the sample
solution without participating in any reactions. The wetting
behavior is driven by the capillary action with a constant and
creeping velocity. The capture and control probes are uni-
formly distributed and fully wetted the detection and control
lines.

According to the mass conservation principle, the govern-
ing equations are developed to describe the processes of fluid
convection, particle diffusion, and reagent reaction in LFA
detection. Moreover, the governing equations elucidate the
balance between the changing rate of reagent concentration
and the total changing rates of reagent concentration in
diffusion, convection, and source terms. Thus, the concen-
tration-governing equations of free A, PA, and RPA are depicted
as follows:

@CA

@t
¼ DA

@2CA

@x2
� U

@CA

@x
� ðFRA þ FPAÞ: ð5Þ

@CP

@t
¼ DP

@2CP

@x2
� U

@CP

@x
� ðFPA þ FRPA2 þ FCPÞ: ð6Þ

@CPA

@t
¼ DP

@2CPA

@x2
� U

@CPA

@x
þ FPA � FRPA1 : ð7Þ

The balance equations of the production rate of RA, RPA in
the test line, and CP in the control line are written as

@CRA

@t
¼ FRA � FRPA2 x1 � x � x2: ð8Þ

@CRPA

@t
¼ FRPA x1 � x � x2: ð9Þ

@CCP

@t
¼ FCP x3 � x � x4: ð10Þ

where CA, CP, CPA, CRA, CRPA, and CCP are the concentrations of
free A, P, and the complexes PA, RA, RPA, and CP, respectively.
The liquid wicking velocity U is experimentally measured to be
0.2 mm s−1. Based on the Stokes–Einstein equation,28 the
diffusion coefficient DA of free A is estimated to be 1.0 × 10−10

m2 s−1. Accordingly, the diffusion coefficients DP of free P and
the complex PA are estimated to be 1.0 × 10−12 m2 s−1.

In the governing equations, the source terms directly
depend on the concentration production rates FPA, FRA, FRPA1,
FRPA2, and FCP of the complexes PA, RA, RPA, and CP in eqn
(2a)–(2e), respectively. According to the mechanism of chemi-
cal kinetics, the production rates FPA, FRA, FRPA1, FRPA2, and FCP
corresponding to eqn (2a)–(2e) are respectively given as
follows:

FPA ¼ ka � CA � CP � kd � CPA; ð11aÞ
FRA ¼ ka � ðCR0 � CRA � CRPAÞ � CA � kd � CRA; ð11bÞ

FRPA1 ¼ ka � ðCR0 � CRA � CRPAÞ � CPA � kd � CRPA; ð11cÞ
FRPA2 ¼ ka � CRA � CP � kd � CRPA; ð11dÞ

FCP ¼ ka � ðCC0 � CCPÞ � CP � kd � CCP: ð11eÞ
where CR0 and CC0 are the initial concentrations of the capture
probe in the test line and the control probe in the control line,
respectively. Furthermore, the total production rate of complex
RPA produced by the two methods shown in eqn (11c) and
(11d) is given as:

FRPA ¼ FRPA1 þ FRPA2: ð12Þ
Initial and boundary conditions. At the initial moment, no

sample solution reached the NC membrane. Thus, the initial
condition is expressed in eqn (13),

CA ¼ CP ¼ CPA ¼ CRA ¼ CRPA ¼ CCP ¼ 0 at t ¼ 0: ð13Þ
Based on the previous assumptions, the sample with target

HIV and reporter particle is in contact with the left side of the
NC membrane. The expressions of left inlet boundary con-
ditions are shown in eqn (14).

CA ¼ CA-in;CP ¼ CP-in;CPA ¼ 0 at x ¼ 0: ð14Þ
The outlet on the right side is considered to be fully devel-

oped conditions and expressed as follows:

@CA=@x ¼ 0; @CP=@x ¼ 0; @CPA=@x ¼ 0 at x ¼ L: ð15Þ
In eqn (14), CA-in and CP-in are the inlet concentrations of

target HIV and reporter particle, respectively, in the sample
solution. Based on the previous assumption, the inlet con-
centration of target HIV CA-in is equal to the experimental C*

A

(CA-in = 5000, 1000, 500, 300, 200, 100, 50, 10, 5, 1, 0.5, 0.25,
0.1, 0.05, and 0 nM). The inlet reporter particle was assumed
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to be dissolved in the sample solution (VS = 80 μL), and its
corresponding concentration is expressed as follows:

CP‐in ¼ n*P
VS

: ð16Þ

Correspondingly, the inlet reporter particle concentration
CP-in in the simulation is calculated as 3.67, 1.853, 0.918, and
0.367 nM for four different cases. Therefore, we established a
connection to effectively convert the experimental operation
parameters into the corresponding simulation parameters (i.e.,
CA-in and CP-in).

Considering that the initial concentrations of the capture
probe in the test line CR0 and the control probe in the control
line CC0 are required to be known preferentially to the simu-
lation, an effective conversion method should be established
to obtain such concentrations from experimental operations.
Initially, the capture and control probes were dried and stored
in the NC membrane, which are then dissolved as the liquid
passed through the testing process. The concentrations of
rewetting capture and control probes were determined by the
ratio between the total amount of moles and the effective
volume of the test and control lines, respectively. However,
determining the effective volume of the test and control lines
is difficult due to the uncertain boundary location of the
volume occupied by the capture and control probes in the
porous structure. Thus, we assumed that the volume of the
test and control lines is determined by the product of the poro-
sity (ε), the thickness of the NC membrane (H), and the
wetting surface of the capture probe AT and control probe AC in
preparing LFA strips (Fig. 1a).

In addition, the capture and control probes cannot be com-
pletely immobilized on the NC membrane due to the limited
link efficiency of streptavidin. The probes that are not immobi-
lized on the NC membrane will be driven by the flowing liquid
and are invaluable to the detection signal. Hence, the concen-
trations of capture and control probes will be overestimated,
thus probably resulting in a discordance in the comparison
between the simulation and experimental results. The immobil-
ization efficiency can be defined to represent the ratio between
the immobilized probes and the total amount of added probes
in the experiments. The immobilization efficiency of the
capture and control probes is extremely low and estimated to be
approximately 10% on the surface of the gold substrate, as indi-
cated by Peterson et al.29 In the present study, the NC mem-
brane, which has a porous and complicated structure, has
strong repulsive electrostatic force and large steric hindrance.
These characteristics will more seriously decrease the immobil-
ization efficiency according to the research of Wang et al.30

than that of the gold substrate. Therefore, the immobilization
efficiency α was assumed to be 1% in the current simulation.
Thus, the initial concentrations of the capture and control
probes in the NC membrane can be written as follows:

CR0 ¼ α
n*R

ε � H � AT ; CC0 ¼ α
n*C

ε � H � AT : ð17Þ

The series of capture probe concentrations CR0 in the simu-
lation can be calculated as 1068, 804, 402, and 160.8 nM based
on the five preceding n*R mentioned in the experiments. In
addition, the concentration of the control probe CC0 in the
simulation can be calculated as 1068 nM based on the preced-
ing n*C mentioned in the experiments.

Solution methods. The preceding governing equations and
boundary conditions are discretized in uniform grid spacing
using the finite difference method and are solved by using the
three-diagonal matrix algorithms (TDMAs).31 The solution pro-
cedure is similar to our previous paper,18 which will not be
described in detail here. Since the mathematical model is
unsteady, we determined an equilibrium time (600 s) for the
signal acquisition when the mathematical system reached
stability.

Parameter definition. The effective signal in the test line is
positively proportional to the total concentration of accumu-
lated RPA in the test line. In addition, the effective signal in
the control line is a proportional function of the total concen-
tration of complex CP in the control line. Therefore, we calcu-
late the average concentrations of RPA and CP to represent the
detection signal in the test and control lines, respectively. The
average concentration of RPA (ST) in the test line is the inte-
gration of local RPA concentration, and the formula is
expressed in eqn (18) as follows:

ST ¼
ðx2
x1

CRPAdx= x2 � x1ð Þ: ð18Þ

Similarly, the average concentration of CP (SC) in the
control line is expressed in eqn (19)

SC ¼
ðx4
x3

CCPdx= x4 � x3ð Þ: ð19Þ

The detection signal in the test line can be observed by the
naked eye only when the accumulation of reporter particles ST
reaches a certain value. We defined a threshold value ST-L to
distinguish the visible signal and invisible region (Fig. 1d) to
characterize the simulation result. Thus, the detection limit
(CA-L) represents the lowest target analyte concentration corres-
ponding to the threshold ST-L.

We selected the peak target analyte concentration (CA-M)
corresponding to the maximum signal (Smax

T ) as a reference
value to define WR, which is the effective detection range from
the detection limit (CA-L) to the peak target analyte concen-
tration CA-M, namely

WR ¼ logðCA-MÞ � logðCA-LÞ: ð20Þ

3. Results and discussion
3.1 Performance of LFAs with different inlet reporter particle
concentrations

Considering the importance of the inlet reporter particle con-
centrations, we first experimentally and numerically studied
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the effects of the inlet reporter particle concentration on the
performance of LFAs (Fig. 2). The experimental images show
that ST presents a similar tendency with the Hook effect for all
four different inlet reporter particle concentrations (i.e., CP-in =
3.67, 1.84, 0.918, and 0.367 nM), where it first increases to a
peak value and then decreases with the increasing inlet con-
centration of target HIV (Fig. 2a). Additionally, a high inlet
concentration of reporter particles applied in the fabrication
of LFAs can improve the signal intensity in the test line.

For further quantitative analysis, the signal intensities
(optical density) ST-OD from the experimental images are
extracted by using the Image-Pro Plus 6.0 software. Although
the exact corresponding relationship between the optical
density and the amount of accumulated AuNPs in the test or
control lines is not clearly established, the signal intensity is
proportional to the amount of accumulated AuNPs in the test
or control lines.18 Thus, a semi-quantitative comparison
between the optical density in the experiment and signal

intensity in the simulation can be conducted in the present
study. Then, we performed numerical simulations using
different CP-in values (i.e., 3.67, 1.84, 0.918, and 0.367 nM) to
detect a series of CA-in and conduct a semi-quantitative com-
parison with the experimental results (Fig. 2b). Good agree-
ment between ST and ST-OD is observed for different CP-in,
which provides a reasonable validation for our model. We did
not observe any signal in the test line at a low target concen-
tration (Fig. 2b), because the concentration of the target in the
sample is below the detection limit. Compared with the lowest
detection limit of experiments, the threshold value for the
simulation result is approximately determined as ST-L = 0.03
(nM) (the red dashed line in Fig. 2b). With increasing target
concentration, the amounts of PA and RA will increase based
on eqn (2a) and (2b). ST increases to a peak value with the
increasing target concentration when the concentration is
above the detection limit, mainly because the increased
amount of PA conjugates is easily captured by R to form the
sandwich type of RPA in the test line. However, we observed a
decrease in signal intensity with further increase of target con-
centration because the increased amount of RA will block the
immobilization of PA conjugates in the test line. Alternatively,
the increased CP-in can produce an amplified intensity ST. This
can be attributed to the increased CP-in, which will produce
more complex PA that can be easily captured in the test line.

For further comparison of LFA performance, we extracted
detection limits CA-L and working range WR from the experi-
mental and simulation results (Fig. 2b). Thus, the experi-
mental detection limits are found to be 5, 1, 0.5, and 0.25 nM,
and the simulation detection limits are 2.11, 0.83, 0.41, and
0.21 nM, respectively. The CA-L in the simulation and experi-
ment shows a decreasing tendency with the increase in CP-in

(Fig. 2c), which indicates that a high CP-in would produce a
high sensitivity of LFAs. However, this decreasing trend gradu-
ally becomes mild possibly due to the limited capture capacity
of fixed CR0. In addition, the WR is widened by the increase in
CP-in, as reflected by the simulation and experiment results
(Fig. 2d). However, the slope of this curve gradually becomes
small, which indicates that an appropriately high CP-in is ben-
eficial for improving the linear work range. We can use this
model to predict the CA-L and WR under different CP-in by com-
paring with a determined experimental detection limit for
designing an optimized LFA.

We also compared the simulated signal intensity in the
control line (SC) with the experimental results SC-OD (Fig. 3).
The signal intensities in the simulation and experiment
present a reasonable match, which further validates our
model. We found that SC in the control line remains stable
when the target concentration is below 100 nM. This is mainly
due to the excess free reporter particles, which play dominant
roles in forming complex PA below a certain target concen-
tration. The SC sharply decreases when the increased target
concentration is above 100 nM mainly because the inadequate
free reporter particles are blocked by the excess target to form
the complex PA. At a fixed CP-in, the signal intensity in the
control line decreases with the decrease in reporter particle

Fig. 2 Relationship between the reporter particle concentration and
the performance of LFAs in nucleic acid HIV detection. (a) Experimental
results applying different reporter particle concentrations; (b) compari-
son between the experimental data and simulation result under different
reporter particle concentrations; (c) comparison of detection limits from
the experiment and simulation; (d) comparison of WR from the experi-
ment and simulation.
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concentration due to the limited free reporter particle for the
control probe.

3.2 Performance of LFAs with different initial capture probe
concentrations

Since the initial capture probe concentration is also a vital
parameter in preparing LFA strips, we performed both experi-
ments and simulations to investigate its effects on the per-
formance of LFAs (Fig. 4). From the experimental images in
Fig. 4a, we observed that, for all four different CR0 (i.e. 123.7,
309.3, 618.5, and 1237 nM), the detection signals in the test
line increase and then decrease with increasing concentrations
of target HIV in the range of CA-in = 0–5000 nM (i.e., Hook
effect phenomenon). At a fixed CA-in, the signal intensity in the
test line increases with the increase in CR0.

To understand these observations, we performed math-
ematical simulations by using varying CR0, (i.e., 123.7, 309.3,
618.5, and 1237 nM) to detect a series of CA-in. We also
observed that the variations of ST in the test line with the
increase in target analyte for different CR0 are in accordance
with the experimental observations (Fig. 4b). At a fixed concen-
tration of target HIV, a high CR0 produces a strong detection
signal in the test line because the test line has a high capa-
bility to capture PA conjugates and free target A. Similar to
Fig. 2b, the threshold value for the visible detection signal
(ST-L = 0.03 nM) is also applied to distinguish the visible and
invisible signal regions in simulation.

Furthermore, we extracted the detection limit CA-L and WR
from Fig. 4b. Correspondingly, the experimental detection
limits are found to be 50, 10, 5, and 0.25 nM, and the simu-
lation detection limits are 1.86, 0.73, 0.38, and 0.20 nM based
on the threshold value for different CR0. The detection limits
CA-L in the simulation and experiment decreased significantly
with the increase in CR0 (Fig. 4c). This is mainly because
numerous capture probes in the test line have a strong capacity
to capture the target analytes. However, this decreasing
phenomenon gradually becomes insensitive with the increase
in CR0 because the limited sample volume (80 μL) and reaction
time (600 s) in the detection of nucleic acid HIV resulted in an
inadequate RPA accumulation (i.e., visible signal). The vari-
ation of detection limits under different CR0 is more obvious
than that of varying CP-in. Our simulation results have some

slight deviations from the experimental CA-L. This is mainly
because the signal intensities corresponding to each experi-
mental detection limit at different target concentrations are
not completely consistent, resulting in a qualitatively deter-
mined threshold value (Fig. 2b). And this threshold value prob-
ably makes a difference in choosing the detection limits in
Fig. 4b. In addition, WR in the simulation and experiment pre-
sents an amplified tendency with the increase in capture
probe concentration (Fig. 4d). Therefore, CR0 should be
increased to achieve a wide linear WR and semi-quantitative
detection. Similarly, the mathematical model can be used to
predict the detection limit and WR in optimizing the perform-
ance of LFA by comparing with a determined experimental
detection limit.

Correspondingly, we observed a similar tendency of signal
intensity in the control line (SC) by comparing the simulation
result with the experiment data (Fig. 5). SC remains stable
when the target concentration is below 200 nM and then
decreases with the further increase in target analyte concen-

Fig. 3 Relationship between the signal intensity in the control line and
the reporter particle concentration. (a) Simulation results; (b) experi-
mental result extracted from Fig. 2a.

Fig. 4 Relationship between the capture probe concentration and the
performance of LFAs. (a) Experimental results applying different capture
probe concentrations; (b) comparison between the experimental data
and simulation result with varying capture probe concentrations; (c)
comparison of the detection limit from the experiment and simulation;
(d) comparison of WR from the experiment and simulation.
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tration. However, SC is not sensitive with a varying CR0 due to
the amount of reporter particles, which is the main influence
factor for SC based on eqn (2e), and remains constant in the
LFA strip preparation. This agreement provides further vali-
dation for our mathematical model.

3.3 Performance of LFAs with various association rate
constants

The association rate constant ka plays a significant role in the
performance of LFAs. However, few efforts have been made in
investigating the effects of the association rate constant on the
performance of LFAs. Experimental studies require a consider-
able amount of efforts in selecting appropriate nucleic acid
sequences with different ka values because different ka values
correspond to different reagent reactions in various LFA detec-
tion processes. Therefore, we can use the simulation method
to analyze the influences of ka under different nucleic acid
reactions (Fig. 6). From Fig. 6a, we observed the Hook effect

phenomenon for different association rate constants (i.e., ka =
0.5 × 10−5, 1 × 10−5, 5 × 10−5, and 10 × 10−5 nM−1 s−1). At a
fixed target HIV concentration, a great association rate con-
stant ka will obviously produce a strong ST in the test line
according to the high reaction efficiency of reagents. The
threshold value (ST-L = 0.03 nM) was also used to extract the
detection limit CA-L and the WR from Fig. 6a in the following
analysis.

With the same method, the simulation detection limits CA-L

of four ka are extracted as 0.771, 0.208, 0.012, and 0.005 nM
from Fig. 6a. The detection limits significantly decrease with
increasing association rate constant (Fig. 6b). This is mainly
due to that a high ka will improve the reagents’ reaction
efficiency, resulting in a high capture efficiency of capture
probes in the test line. Additionally, WR gradually increases
with an increase in association rate constant, mainly due to
the high reaction efficiency and strong capture capacity of
capture probes. These phenomena indicate that we can select
a reasonable target nucleic acid sequence with a high associ-
ation rate constant from the target DNA sequence and we can
also increase the ionic strength at salt concentrations to
increase the association rate constant and to optimize the per-
formance of LFAs.

As abovementioned discussions, our mathematical model
provides a powerful method to semi-quantitatively analyze the
LFA performances under various design parameters (i.e., inlet
reporter particle concentration, initial capture probe concen-
tration, and association rate constant). This CDR LFA model is
also appropriate to analyze the working process in LFAs with
an antigen–antibody reaction, according to the same working
principles of sandwich format LFAs based on the nucleic acid
reaction or antigen–antibody reaction.16,32 Once the conver-
sion method for the LFA design parameters between the simu-
lation and experiment is established, (specially ka can be
obtained by protein–protein interaction theory33), the CRD
model also can provide a semi-quantitative analysis for LFA
based on the antigen–antibody reaction. Apart from its advan-
tages, the presented model still suffers from some limitations
in providing comprehensive prediction of the LFA perform-
ance. For instance, as the model only considers the NC mem-
brane as the main calculation domain, it neglects the complex
porous structures of sample and absorption pads, which may
have an effect on the reagents’ reaction. The model is also
short in analyzing the effects of the distribution of the capture
probe in the test line on the LFA performance. Based on these
defects, we can make reasonable modifications to achieve
these functions in the following study.

4. Conclusion

In this paper, we developed a mathematical model to quanti-
tatively analyze the effects of the detection limit and working
range on LFAs. Our simulation results are verified by direct
comparison with our experimental signals in the test and
control lines. Based on the lowest experimental detection

Fig. 5 Relationship between the signal intensity in the control line and
capture probe concentration. (a) Simulation results; (b) experimental
result extracted from Fig. 4a.

Fig. 6 Performance optimization of LFA with various association rate
constants. (a) Hook effect phenomenon at various association rate con-
stants; (b) detection limit as a function of ka; (c) working range as a func-
tion of ka.
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limit, the threshold value is determined to be 0.03 nM. Then,
we used this threshold value to evaluate the detection limits in
our simulation results. A high concentration of the inlet repor-
ter particles or initial capture probe in the preparation of LFA
strips will produce high sensitivity and a wide working range.
Alternatively, the variation trend of detection limits under
different initial capture probe concentrations is more obvious
than the variation trend under different inlet reporter particle
concentrations. By comparing an experimental detection limit,
the developed model can be extended to predict the detection
limit and working range in designing an LFA device under
different concentrations of inlet reporter particles, initial
capture probe, and association rate constants. LFA detection
should be optimized to select a reasonable target nucleic acid
sequence with a high association rate constant. These funda-
mental investigations can provide suggestions for the design
and optimization of LFAs.
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